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Kurzfassung

Luftgestützte Laserscanning-Punktwolken werden landesweit zur Erstellung digitaler Ober-

flächenmodelle und weiterführend zur Ableitung von Informationen über Waldgebiete ver-

wendet. Diese Aufnahmemethode gilt bis dato als state-of-the-art bei der Aufnahme, vor

allem in bewaldeten Gebieten. Da diese jedoch in Österreich und Europa zwar regelmäßig,

jedoch selten erstellt werden, ist die Modellierung basierend auf Airborne-Laserscanning-

Daten (ALS) von Waldparametern in hoher zeitlicher Auflösung schwierig. Insbesonde-

re die Ableitung von dynamischen Informationen wie Biomasse oder der Zustand eines

Baumbestandes nach Umweltereignissen wie Unwettern oder Waldbränden beziehungs-

weise das Monitoring von Schutzgebieten erfordert relativ hohe zeitliche Auflösungen.

Luftbilder und daraus abgeleitete bildbasierte Punktwolken bieten eine Alternative, Ober-

flächenmodelle zu erstellen. Diese Daten werden in kürzeren Intervallen aufgenommen, wie

etwa jährlich in Wien oder flächendeckend für Österreich alle drei Jahre. Vor allem in Ge-

bieten mit hoher Vegetationsbedeckung wie Wälder führen die beiden Modellansätze zu

unterschiedlichen Höhenwerten. Das Ziel dieser Arbeit ist es, diese Unterschiede zu quan-

tifizieren und Möglichkeiten zu eruieren, die Image Matching (IM) Modelle an die ALS

Modelle anzunähern.

Zur Entwicklung und Evaluierung eines solchen Prozesses zur Minimierung der Höhenun-

terschiede wurde ein Gebiet innerhalb des Wienerwaldes im Bereich des Lainzer Tier-

gartens ausgewählt. Zunächst wurden aus den gegebenen Punktwolken der beiden un-

terschiedlichen Verfahren topographische Modelle, wie das normalisierte digitale Ober-

flächenmodell (nDSM), abgeleitet und innerhalb einer eigens definierten Kronendach-

Maske statistische Parameter für verschiedene Kernelgrößen des IM nDSM berechnet.

Diese Parameter wurden zusammen mit der bekannten Abweichung zwischen dem ALS-

und IM-Modell verwendet, um eine Random Forest Regression für die Erstellung eines
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Anpassungsmodells der IM an die ALS Daten zu trainieren.

Die Validierung, durchgeführt anhand dreier separat definierter Gebiete, zeigt eine Annä-

herung der Höhenwerte an das als Referenz verwendete Laserscanning-nDSM innerhalb

der mit Baumkronen überschirmten Flächen. Diese Verbesserung zeigt eine Annäherung

der beiden Modelle von etwa 77% bezogen auf den Median der Abweichungen zwischen

dem angepassten und dem gegebenen Modell gegenüber der Ausgangssituation. In langge-

zogenen Lücken im Kronendach stößt die in Python implementierte Regressionsfunktion

an ihre Grenzen und ist daher nicht in der Lage, die im IM-Modell nicht erkennbaren

Lücken in bewaldeten Gebieten adäquat an das Laserscanning-Modell an diesen Stellen

anzupassen.
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Abstract

Airborne laser scanning (ALS) point clouds are employed throughout the country for the

generation of digital surface models and to derive further information about forested areas.

This acquisition method is considered state-of-the-art up to now, especially in forested

areas. However, as these are regularly but not frequently collected in Austria and Europe,

modelling based on ALS data of forest parameters in high temporal resolution is difficult.

In particular, the derivation of dynamic information such as biomass or condition of a

tree population after environmental events such as storms or forest fires or the monitoring

of protected areas requires relatively high temporal resolution. Aerial images, along with

image-based point clouds derived from them, provide a further option for the creation of

surface models. This data is recorded at shorter intervals, such as annually in Vienna or

every three years for the entirety of Austria. Especially in areas with high vegetation cover

such as forests, the two modelling approaches yield different elevation values. The aim of

this study is to systematically quantify these differences and to investigate strategies to

approximate IM models to the ALS models.

For this investigation, a specific area within the Wienerwald, in the area of the Lainzer

Tiergarten, was selected for the development and evaluation of such a process to minimise

the height differences. Initially, topographic models, such as the normalised digital surface

model (nDSM), were derived from the available point clouds. Statistical parameters for

different kernel sizes of the image matching nDSM were then calculated within a specially

defined canopy mask. These parameters, along with the known deviation between the

laser scanning and image matching model, were used to train a random forest regression

to create a model to fit the image matching with the airborne laser scanning data.
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The validation, conducted on three distinct areas, showed an approximation of the eleva-

tion values to the laser scanning nDSM utilised as a reference within the canopy mask.

This improvement demonstrates a remarkable approximation of the two models of about

77% in relation to the median of the deviations between the adjusted and the given mo-

del compared to the initial situation. The image matching data shows its limitations in

elongated gaps in the canopy, as the closing effects of small canopy gaps in forested areas

pose challenges for the matching of the images. In such instances, the regression function

cannot make any improvements.
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1 Introduction

Forests have a central function in society and play an important role not only for the

global climate, but they also serve as a habitat for countless animals and plants. They

also contribute to the regulation of water cycles and carbon storage. Above all, the forest

is a place of recreation for humans (Ranacher et al., 2023).

For this reason, the protection and conservation of biodiversity of forests play a central role

not only regionally, but also Europe-wide (please refer to Umweltbundesamt (n.d.)). The

success of the protection of these areas can be proven by active monitoring as described

by Ceccherini et al. (2023). Monitoring has a major importance not only in a global

perspective, but also for forestry applications across national territories (Goodbody et

al., 2021) as well as at smaller regional scales (Puliti et al., 2020).

To obtain information on resources and on the condition of, as well as changes in, the forest

ecosystem, so-called forest inventories are carried out (BFW, 2022). These inventories are

not only performed manually by experts on site (BML, n.d.) which can only be conducted

for a couple of chosen areas. To overcome such spatial limitations data is increasingly

generated by using remote sensing technologies (further information e.g. White et al.,

2016). For example, airborne laser scanning (ALS) data is often used for the purpose of

monitoring forest growth heights (Yu et al, 2004; Næsset & Gobakken, 2005). In Austria,

the Austrian Federal Forestry Office (ÖBf) is also testing the use of drones, laser scanning

and artificial intelligence for digital forest inventories (ÖBf, 2023).

ALS, often also referred to as LiDAR (Light Detecting And Ranging), is an active remote

sensing method, where laser scanners are mounted on a helicopter or aircraft as described

by Pfeifer et al. (2007). In more recent applications, scanners are also mounted on so-

called UAVs, unmanned aerial vehicles (Puliti et al., 2019). In ALS, intense, focused
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beams of light are emitted from a scanner (transmitter). A sensor (receiver) records the

reflections of the beam from the surface. The collected information, in this case, the travel

time, is used to calculate ranges. In the case of ALS, the distance from the sensor to the

object on Earth is derived. With this information, coordinates can then be calculated

when the position of the laser scanner is known. (NOAA, 2012)

The advantage of using full waveform (FWF) ALS, as described by Hollaus et al. (2014),

is that the number of detected reflections (echoes) is not limited to the first and last echo.

The entire waveform is recorded and allows the description of the entire canopy profile

within one acquisition. However, not only changes in the forest area can be detected using

ALS, but also changes in the urban area (Murakami et al., 1999; Tran et al., 2018). This

approach can also be used to detect damage on buildings (see Rastiveis et al., 2018).

As forests are a dynamic and not rigid system, numerous recordings are necessary for

monitoring the actual situation without temporal gaps. In the past, the ALS acquisitions

in Austria were not organised nationwide, but were carried out by the individual federal

states themselves. The frequency of collecting and providing nationwide DSMs is six to

ten years. Now, they are organised nationally by the Federal Office of Metrology and

Surveying (BEV). BEV specifies an update interval of 3 years for the digital surface

model (DSM) created from IM data (BEV, 2019). In Vienna, aerial photographs are

taken annually over the entire city (Stadt Wien - Stadtvermessung, n.d.) and thus, these

images have a high potential to fill temporal gaps between ALS data acquisitions.

As an alternative to ALS data, 3D information can also be derived from aerial images using

photogrammetric reconstruction methods. Since the inner orientation (IOR), principal

distance, principal point and lens distortion as well as the exterior orientation (EOR)

with spatial location and rotation of the image are known, a point cloud can be generated

by spatial intersection of viewing rays between pixels within the aerial images (Ressl et
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al., 2016).These IM point clouds can be utilised for various monitoring tasks. Similar to

ALS, forest parameters and changes can be derived from these point clouds (see Navarro

et al., 2018; Ali-Sisto & Packalén, 2017).

Temporal augmentation of data from aerial photography and its derived point clouds can

be used to gather information after forest fires. Since this process is predominantly carried

out using ALS data (Casas et al., 2016; Viana-Soto et al., 2022), it is presumed that an

ALS dataset is available precisely at or subsequent to this point in time.

1.1 Objective of this study

Particularly in areas where aerial imagery is acquired on a regular basis and ALS acqui-

sitions are made only at longer intervals, IM may offer a way to provide additional and

comparable data. There are differences regarding the height values between the two ac-

quisition methods, IM and ALS, in their point clouds and the derived parameters (Ullah

et al., 2017). This leads to the research question of whether it is possible to minimise

differences in the derived normalised surface models.

Especially in regions where aerial images are regularly taken and ALS surveys are car-

ried out at longer intervals, IM can offer a cost-efficient and flexible way (Honkavaara et

al., 2013) to obtain comparable data. Given the observed differences in elevation values

between the two acquisition methods IM and ALS in their resulting point clouds and de-

rived parameters, the question arises if these differences can be minimised in the resulting

normalised surface models.

This thesis addresses the main objective of minimising height differences resulting from

different acquisition methods such as IM and ALS. The main focus lies on investigating

whether and how these differences are influenced by different forest structures, including
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both unmanaged and actively afforested areas. The aim of the study is to analyse these

differences using only IM data.

The methodology outlined in this thesis not only provides the potential for improved

temporal resolution but could also provide the basis for standardised comparability of

terrain models, regardless of the different technological approaches to data acquisition.

By analysing these objectives, this thesis not only aims at overcoming existing challenges

related to elevation differences, but also at developing innovative solutions that contribute

to improved temporal resolution and consistency of terrain models within forest areas

obtained using different imaging techniques.
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2 Study area and data

For carrying out various calculations and producing different results, an area of interest

(AOI) had to be defined. The area of interest used in this study is highly diverse in

terms of forest management aspects. There are actively managed forestry areas as well

as unmanaged, protected areas with no active human intervention.

2.1 Study area

Since the Wienerwald is located in and around Vienna, and as it has a coverage of both

data (ALS and IM) at close temporal recording dates, an area of the Biosphere Park

Wienerwald was selected as the area of interest for this thesis.

Biosphärenpark Wienerwald

In 2005, Wienerwald was designated a UNESCO biosphere park as one of around 700

regions in 134 countries around the world (UNESCO, 2021) due to its unique diversity of

natural and cultural landscapes and making it one of four such biosphere parks in Austria.

In its full size, the biosphere park has an area of 1056.45 km2 (which corresponds to 5.4%

of the total area of Vienna and Lower Austria) and encompasses 51 Lower Austrian

municipalities and seven Viennese districts and plays an important role not only for the

people who live there, but also for society, landscape and life in eastern Austria. Biosphere

reserves are areas which are founded for reasons of a special protection or development

concepts to guarantee an optimal balance between the protection of biodiversity and

economic as well as social development while upholding important cultural values and

traditions (Biosphärenpark Wienerwald Management GmbH, 2020).
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2.1.1 Area of interest

Within this region of Wienerwald, an area located in the 13th Viennese district (Hietzing)

in the northern part of Lainzer Tiergarten, including the area of Johanneser Kogel (the

outline is shown black in Figure 1) located next Auhof was defined. This area was used

to implement a machine learning algorithm to align IM height values to ALS heights for

increasing temporal resolution of forest parameters.

In the designated region, one of 37 so-called “Kernzonen” (core zones) of the Wienerwald

Biosphere Reserve is located. This core zone, Johannser Kogel, is part of these areas which

are particularly protected. Within these sub-areas, the primary purpose is to preserve the

original habitats extensively as possible and thus to protect the unique symbiosis between

rare plants and animals from human intervention. The Johannser Kogel benefitted from

this protection since 1972 and has not been used for forestry purposes since then. Since

there is no human intervention, a natural cycle is created which is not (actively) influenced

by humans and which makes it possible for the “primeval forest of tomorrow” to grow up

(Biosphärenpark Wienerwald Management GmbH, n.d.).

The area used for training the random forest algorithm inside the AOI is delineated by a

red rectangle in Figure 1. In this area, both uncovered and canopy covered areas which

show different characteristics related to the height when looking at the aerial images,

can be found. As stated by Brugisser et al. (2021), who also used some parts of the

Wienerwald for his research, the dominating species in this region are beeches, oaks and

hornbeams. In the south-eastern area of the main AOI used for training the random forest

regression, an area with visible human influences, straight forest aisles can be found. These

characteristics indicate active management of the forest.
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Figure 1: Overview of the AOI, including the core zone Johannser Kogel (black). Differentiation
between training area (red), test area (yellow dotted) and the three validation areas
(blue) in the area of Lainzer Tiergarten in the 13th Viennese district. CRS: MGI /
Austria GK East. EPSG: 31256

For the later performed random forest regression a test area (yellow rectangle) as well

as three validation areas (blue rectangles) located in the south of the AOI, were defined.

Table 1 provides details on the geographical location and extent of the area. Those test-

and validation subsets, each cover an area of 0.64 km2, share similar characteristics with

the originally defined training area. Within these designated test and validation sub-

areas, the vegetation is similar to the one in the training area. In addition to a densely

filled canopy, elongated gaps in the canopy can also be recognised. The type of vegetation

(deciduous forest) is the same as in the training process. Within these four sub-areas

there is no explicitly defined core zone as in the training area.
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Tab. 1: Defined areas with their upper left coordinates, extent in East and South direction
as well as their surface area. CRS: MGI / Austria GK East. EPSG: 31256

Name X [m] Y [m] Extent East [m] Extent South [m] Area [km2]

Training -9000 340000 2000 2000 4
Testing -10200 337800 800 800 0.64
Valid I -9200 337800 800 800 0.64
Valid II -8200 337800 800 800 0.64
Valid III -7200 337800 800 800 0.64

2.2 Forest definition

The definition of forest is very variable and varies between countries (Venkateswarlu,

2013) but also within countries for different applications. As a result, there are around

1000 different definitions worldwide for such a common-day topic, as described by Lund

(2016). (Note: There are 193 member states of the United Nations worldwide (UNRIC,

2019))

The European definition, established by the Food and Agriculture Organisation of the

United Nations, defines forest for its Sustainable Development Goals (SDG) (for more

information see: United Nations, 2023; BMEIA, n.d.) as:

“Land spanning more than 0.5 hectares with trees higher than 5 meters and a canopy cover

of more than 10 percent, or trees able to reach these thresholds in situ. It does not include

land that is predominantly under agricultural or urban land use”

(United Nations, 2023)
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In Austria, the definition of forest differs from the European Union concept. For instance,

in Austria, the term forest (Wald) is described in the Forest Act (Forstgesetz) of 1975 as

followed:

“Forest within the meaning of this Federal Act consists of basal areas stocked with woody

plants [...], where the growing stock reaches an area of at least 1000 m2 and an average

width of 10 m.”

(§ 1a Abs. 1 Forest Act 1975)

The Austrian National Forest Inventory (Österreichische Waldinventur - ÖWI) has its

own definition for the survey of forests in Austria. Here it is specified that a forest is to

be recorded as such if it consists of an area of woody plants with a minimum area of 500

square metres and a minimum width of 10 m. The minimum canopy cover, in other words

how much surface is shaded by the crowns, must be at least 3/10, or 30%, as stated by

ÖWI. (Hauk et al., 2020)

2.3 Data

For the later performed calculations, ALS data as well as IM point clouds from aerial

photographs were used. In order to ensure adequate comparability of the two point

clouds, it was necessary to find a data pair acquired in the same year with a comparable

phenological status. This condition was taken into consideration to enable precise analysis

and evaluation within the scope of this thesis.
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2.3.1 Airborne laser scanning data

The dataset used for this thesis, also used by Mandlburger et al. (2019) and Bruggisser

et al. (2021), captures an area of 53 by 8 km, generated by 18 strips with an overlap

perpendicular to the flight direction of 50%. Within this flight campaign, great parts

of the City of Vienna, were measured by a Riegl VQ-1560i (RIEGL Laser Measurement

Systems, Horn, Austria) full waveform LiDAR (Light Detecting And Ranging) scanner

on September 20th in 2018 under leaf-on conditions.

The average flight altitude was 750 m above ground at a flight speed of 216 kilometres per

hour and a pulse repetition rate of 1.33 MHz. For capturing the area, two independent

laser channels with a wavelength of 1064 nm within the scanner where used (Bruggisser et

al., 2021). In the area for testing and validating the random forest regression, the average

point density refers to 81 echoes per square meter.

2.3.2 Image matching data

The IM point cloud including metadata and processing information was provided by the

Federal Research and Training Centre for Forests, Natural Hazards and Landscape (BFW)

for further processing within the SeMoNa Project (Iglseder et al. 2023). This dataset was

also used for creating and working on the algorithm in this thesis.

As stated by Iglseder et al. (2023), aerial photographs acquired with a ground sampling

distance (pixel size on the ground) of at least 0.2 m was acquired with an Ultracam Eagle

Mark 2 from Vexcel on August the 8th in 2018. The point density refers to 25 points per

square meter. To produce the images an overlap of 80% in the direction of flight and a

minimum overlap of 30% perpendicular to the direction of flight was used.

The point cloud was created using Trimble’s MatchT software. For each pixel within the
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image, from the best image pair, a point was created with x, y, z coordinates and RGBI

values. All available images are used as long as there is at least 80% overlap in flight

direction.

2.3.3 Height correction within the ALS products

ALS and IM data are both presented in different elevation systems: the ellipsoidal heights

(ALS) and the Gebrauchshöhe (IM). To enable a comparison between the two data sets,

the ellipsoidal heights of the ALS data are converted to the Austrian Gebrauchshöhe,

which is the common elevation system used in Austria. The Austrian Gebrauchshöhe

is referred to the average Adriatic sea level in Trieste from 1875 (for more information

see BEV (n.d.-a). This height system was directly used in the IM data set. To assess

the initial height differences and the accuracy of the following conversion, five different

height control points (see Figure 2) were selected within the training area at locations not

covered by high vegetation. These surface control points were assumed to be equal to the

terrain height.

The calculated difference at the selected points showed an average difference of approx-

imately +44 m in height in the ALS model compared to the IM. In order to verify

the heights, the non-normalised surface heights (altitudes given as metres above Adri-

atic sea level) were requested from the geodata viewer (Geodatenviewer, available at:

https://www.wien.gv.at/ma41datenviewer/public/) of the City of Vienna at the pre-

viously selected reference positions without high vegetation.
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Figure 2: Representation of the reference points measured from the digital surface model (DSM)
of the ALS campaign, the IM data and the reference value from the Geodatenviewer
of the City of Vienna within the area used for training the random forest regression.

Tab. 2: Comparison of heights in metres above Adriatic sea level at different reference
points in relation to image matching (IM), airborne laser scanning (ALS), refer-
ence heights of the City of Vienna (REFERENCE) and the height values after
adjustment with the height grid (ALS BEV).

Reference point Ref. 1 Ref. 2 Ref. 3 Ref. 4 Ref. 5

IM height [m] 301.9 245.0 251.5 275.1 280.2
ALS height [m] 346.3 291.7 296.1 319.5 324.8

Height difference [m] 44.4 46.7 44.6 44.4 44.6

ALS BEV height [m] 301.5 247.0 251.4 274.8 280.0
REFERENCE height [m] 301.7 247.0 251.6 274.9 280.2

Height difference [m] 0.2 0.0 0.2 0.1 0.2

As illustrated in Table 2, the height shift of around 44.9 m in the ALS compared to the
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reference values of the points in the Geodatenviewer can be confirmed. After applying the

height transformation from ellipsoidal heights to Gebrauchshöhe, the average deviation

to the reference values could be reduced to a mean value of under 0.1 m.

The height differences between the ellipsoidal heights within the ETRS89/GRS80 sys-

tem and those used in Austria, referencing the mean sea level of the Adriatic Sea in

1875 in Trieste according to the Military Geographic Institute (MGI), are described by

the “Höhen-Grid plus Geoid” (BEV, n.d.-b). With the height differences provided the

ellipsoidal heights can be adjusted as described by BEV (n.d.-b) in Equation 1.

Hgebr(niv) = Hell −∆HHGridplus (1)

with:

Hell [m] ellipsoidal height related to the GRS80 ellipsoid

Hgebr(niv) [m] “Gebrauchshöhen” adapted to levelling

∆HHGridplus [m] interpolated height difference calculated from height grid

plus Geoid

As described by BEV (n.d.-b), height differences have a resolution of 15 by 22.5 arc

seconds. As can be seen in Figure 3, the required correction values increase in moun-

tainous areas compared to flat areas. The accuracy of the correction values for height

also decreases in the mountains, resulting in an accuracy of the correction parameters

of approximately ± 0.035 m in flat areas and around ± 0.06 m in mountainous regions

which need to be considered when working with re-projected datasets.
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Applying the transformation to the ALS data in this thesis, Equation 1 can be described

as follows. The height correction grid of BEV is subtracted from the DSM generated from

the ALS point cloud in the ellipsoidal height system GRS80, and the systematic error can

effectively be removed.

Figure 3: Visualisation of the height correction for transformation of ellipsoidal heights into
the heights above the Adriatic sea used in Austria (MGI). The red dot indicates the
location of the project area in Vienna.
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2.3.4 Digital Terrain Model

The digital terrain model (DTM) used in this study was created by the City of Vienna.

This model has been updated on a quarterly basis since 2015 with an original spatial

resolution of 0.25 by 0.25 m, generated using airborne laser scanning. For further pro-

cessing within the SeMoNa project, the raster size was resampled to a cell size of 0.5 m

and was also used for the calculations performed later in this thesis. The original raster

data for the terrain of the City of Vienna is available via the Kund*innen-Servicestelle -

Stadtvermessung (https://www.wien.gv.at/stadtentwicklung/stadtvermessung/

geodaten/produktvertrieb.html)
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3 Methods

3.1 Data preprocessing

3.1.1 Elimination of outliers within the ALS data set

The ALS point cloud used in this study was not yet cleaned from outliers. Therefore, a

consistent algorithm was developed that could be applied to different types of point clouds.

For the following calculations, the point cloud processing software package OPALS (Pfeifer

et al., 2014) developed by the Department of Geodesy and Geoinformation - Research

Groups Photogrammetry and Remote Sensing at TU Wien was used.

As the calculation of the (normalised) surface models within the ALS data revealed im-

plausible values, a way of removing such elements from the point cloud had to be im-

plemented. As visualised in Figure 4, all points classified as outliers before the data

was provided by RIEGL (see red dots in Figure 5) were previously excluded by a filter.

Points which had a classification other than 64 (outlier) were taken directly to the next

adjustment phase.

Afterwards, a 1 by 1 m grid was calculated from the previously cleaned point cloud. As

feature for generating this grid, the value of the 98th quantile of the Z-values for the point

cloud was calculated in each such 1 m cell. The resulting simplified surface model of

the 98th quantile was used in the following step as a grid file to determine the distances

between the 98th quantile surface model and the points in the point cloud.

The new attribute ( DSM ) added to the point cloud could then be filtered again. Any

point with a distance of more than 2 metres between the grid file and the corresponding

point (blue points in Figure 5) in the following filtering process was again excluded from

the point cloud.
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The remaining elements (grey points in Figure 5) of the ALS point cloud could then be

used for further processing steps and the derivation of topographic elements.

Figure 4: Workflow of the filtering process within the ALS data. The yellow boxes represent
decision points in the flowchart, while the rectangular boxes represent the execution
of specific steps.
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Figure 5: Representation of the ALS point cloud in a 45 m by 35 m large field around the
center coordinates: -8124.42 m / 338730.52 m (CRS: MGI / Austria GK East; EPSG:
31256). The red points are those which have previously been classified as outliers,
with a classification of 64. Points in blue are points that have the threshold value
higher than 2 m in the newly created attribute ( DSM) and are therefore also treated
as outliers.

3.1.2 Elimination of outliers within the IM data set

As stated in (Chapter 2.3.2), no further outlier elimination was applied due to the BFW

in-house developed Python code by Aufreiter & Schöttl for this purpose:

1. Dividing the point cloud into 5 height levels. Heights above 60 m
are treated as outliers.

2. Clustering points in levels 2, 3 and 4 using Density-Based Spatial
Clustering of Applications with Noise (DBSCAN)
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3. Small clusters detected by DBSCAN with less than 5 points are
flagged as outliers.

4. Calculation of the distance from the cluster to the nearest 25
neighbours is performed twice.

5. Outliers from level 3 and 4 detected by DBSCAN are checked
whether their distance to the nearest 20 neighbours is lower then
2 m.

In this algorithm, the point cloud was first divided into height layers. Points with a

height of more than 60 m in the canopy height model (CHM) were classified as errors

and removed without further consideration. The other 4 layers are defined by the 99th

percentile of the CHM height (layer 4) and a 1 m buffer below this layer (layer 3). Below

layer 3 there is another buffer zone, layer 2. No processing is performed for points in the

lowest layer, so possible outliers in this area are not treated.

Points in the individual layers are clustered and classified as clusters or outliers. Smaller

clusters, from layers 3 and 4, with a number of points below 5 are classified as outliers.

For the remaining ones, the median of the coordinates is calculated. Afterwards, the

remaining clusters are checked based on a distance and spectral criterion to see whether

they are outliers or remain within the point cloud. (Aufreiter & Schöttl, 2019)

3.2 Topographic model generation

To visualise the point clouds and generate data for the random forest regression in an

improved way, digital surface models were calculated to switch from a point-based to a

pixel-based approach.
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3.2.1 Digital surface model

The processing steps described in this and the following chapters were applied to both,

the ALS- and the IM generated point clouds in the same way.

For the calculation of the DSM again OPALS was used. The DSM, according to Hollaus

et al. (2010) represents the topmost surface which can be seen from the acquisition

platform. The algorithm implemented in this software is a combination of two different

DSM generation methods. This method was invented and described by Hollaus et al.

(2010) and combines the DSMmax which uses the highest value within a defined cell and

the DSMmls which is based on a moving planes interpolation.

The same input parameters were chosen for both point clouds to achieve comparable

results. The grid size, the size of the square grid pixels of the resulting DSM, was set

to 1 m. The maximum search radius for the point selection for the DSM calculation,

the radius which specifies the range in which points are used for the interpolation of the

DSMmsl (OPALS, 2016-a), was set to 5 times the cell size.

The search for neighbours within the DSM calculation with OPALS is a raster-based

process. First, a regular grid is created that has half the targeted grid (cell) size (in this

case 0.5 m) and the maximum height is stored in each cell. Valid cells (it contains at least

one point) are searched for within a defined search radius. To calculate the moving planes

approach for rough areas of the point cloud, the previously defined number of neighbours

for the interpolation is searched for each grid point. If the number of valid neighbours is

not reached, the search radius (by default 3 times the cell size) is extended step by step

until either the required number of neighbours or the maximum search radius is reached.

For the interpolative approach, the DSM height is calculated using moving least squares

interpolation (OPALS, 2016-a; Hollaus et al., 2010).
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3.2.2 Normalised height products

Another product calculated from the previously created DSMs relates to the normalised

heights in the area of interest. The normalised DSM (nDSM) provides terrain feature

heights with respect to ground (Rao et al., 2022). In open areas, without vegetation

and buildings such as grassland or streets, the DSM and DTM are equal and thus the

normalised surface model is zero (Hollaus et al., 2010).

In forestry terminology, this product is also referred to as the canopy height model (CHM)

(Liu & Dong, 2014) and describes the height of the tree crowns in relation to the underlying

DTM (Hollaus et al., 2010).

The DTM described before in Chapter 2.3.4, is used for both acquisition methods when

calculating derived parameters such as the nDSM or CHM. This ensures comparability

between the absolute heights obtained within this analysis.

nDSM = DSM −DTM (2)

The normalised DSM can be calculated as shown in Equation 2, by just subtracting the

DTM from the DSM.

3.3 Comparability of ALS and IM Data

The objective of this research is to develop an area-based approach for enhancing the

comparability of canopy heights. Thereby, a higher temporal resolution of forest struc-

ture parameters should be achieved. For this purpose, a mask of the canopy is created

from the previously calculated nDSM, which is then used to calculate statistical char-

acteristic canopy properties based on the height values of each pixel regarding its local
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neighbourhood. This information serves as the basis for training of the random forest

regression which was implemented and trained in a python program developed within

this research.

3.3.1 Fractional Cover and degree of crown coverage

To describe the fraction of ground covered by forest canopy within a defined area (Brug-

gisser et al., 2021), an approach based on Morsdorf et al. (2006) using the canopied

area and the total area under investigation was implemented. For the calculation of the

fractional coverage, Equation 3 has been applied.

fractional cover [%] = (canopy area [m2]
total area [m2] ) · 100 (3)

For the fractional cover index described in Equation 3, it was necessary to define what is

considered as forested area. As described in Chapter 2.2, there are many definitions for

the term forest. For the calculation of this index within this work, the following procedure

was therefore applied to define the canopy area.

3.3.2 Delineation of forest area

The determination of the canopy area is run pixel wise. For this purpose, a binarisation

of the nDSM was previously performed. Those pixels with a nDSM value higher than 2

m were set to one and the remaining ones, below this threshold were set to zero. From

this binary map, the degree of crown coverage was calculated using a pixel-wise moving

window algorithm with a 3 by 3 cells neighbourhood.

The result of the calculated canopy cover is visualised as a map in Figure 6 with values

between 0%, for open areas such as meadows or fields, and 100% for areas fully covered by
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canopy. All pixels that exceed a threshold of 50% are then binarised again - this threshold

was later raised to 90% as described in Chapter 3.4. After the binarisation, pixels that

count as canopy are assigned to a value of one, while those areas that do not fall within

the definition of “covered with canopy” are stored as not a number (NaN).

Figure 6: Visualisation of the degree of canopy cover calculated from the IM data set in a sub-
section of the area for training. Areas without canopy cover are shown transparently
as orthophotos.

3.3.3 Crown height / tree height

To facilitate a comparison of canopy height distributions and the previously calculated

area of canopy-covered pixels, boxplots for different height values both before and after

implementing the random forest regression were created. Only the heights of those pixels

of the raster image were included in the calculation which fell within the previously created

canopy mask with a canopy coverage above 50%.
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3.4 Random forest regression

The random forest regression model is a supervised machine learning algorithm combining

the predictions of multiple decision tree regressors to improve accuracy and robustness. It

is based on several input features. After training, tuning and testing a model, independent

data was used to validate the performance.

Feature extraction

The StatFilter module (moving window algorithm) in OPALS employs with raster files

such as the previously generated nDSM and calculates statistical features for each pixel

by considering the neighbouring pixels in a pre-defined radius / kernel size. (OPALS,

2016-b)

The extracted statistical parameters of the random forest regression are listed below.

→ mean → median

→ 95th quantile → 98th quantile

→ 99th quantile → range

→ root mean square error (RMSE) → standard deviation

→ median absolute deviation

These statistical parameters were calculated using a moving window and varying kernel

sizes in relation to the values of the nDSM over the entire area. The applied kernel sizes

in this study were 3x3, 5x5, 7x7, 9x9 and 15x15 pixels.
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Training process

The “RandomForestRegression” module developed by sk.learn (sk-learn, n.d.) and imple-

mented in Python was used to perform the random forest regression in this study. Values

for adjusting the IM data could be produced using the derived calculated statistical pa-

rameters from the nDSM as features and the calculated height difference as the target

value.

As described by Beheshti (2022), a random forest regression works with different indi-

vidual calculated decision trees. These originate from a root and subsequently bifurcate

into two new paths at each node, based on the results of variables, until reaching the so-

called leaf node - the end of such a tree. As mentioned in this article, there are different

parameters which can be set. In the Python implemented sk.learn Module “RandomFore-

stRegression”, the number of individual trees, the number of used estimators per node

and the maximum depth can be set. An important parameter which needs adjustment

mentioned by Beheshti (2022) is the maximum depth. By varying this value, the deepness

of such a tree is modified. An important factor to consider when applying random forest

models to large datasets is the potentially long training time.

Considering the runtime optimisation, the input data needed to be thinned out due to

their size of 2001 by 2001 within the raster image matrix. Only every 10th value of the

4004001 entries was used for the performed random forest regression training. Due to this

limitation, the maximum number of features was indirectly set. This is also a possible

aspect of the random forest regression hyper parameter tuning.

When conducting the experiment, different settings were used for the following parame-

ters:
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→ maximum number of estimators

→ maximum depth

→ kernel size of the input data

To improve the results in the canopy area and due to the fact that the IM-nDSM and

the ALS-nDSM are very similar in the open non-vegetated area, the mask previously

calculated in Chapter 3.3.1 was extended and increased to at least 90% canopy cover.

This measure was taken to avoid including the edges of the forest in the training of

the random forest regression, as significant variations can be observed between the two

recording methods. This is because of the large differences between the ALS and the IM

model in the edges, which would have a negative influence on the training of the regression

function.

At the beginning, the calculations were performed with a kernel size of one, meaning a

calculation of the statistical parameters in relation to a neighbourhood of 3 by 3 pixels

around every pixel for the input. The kernel sizes used were also expanded to sizes two,

three and seven for the later executed testing.

Hyperparameter tuning

Since the result from a single run does not contain the optimal result, a so-called hyper-

parameter tuning was implemented. As described by Koehrsen (2019), hyperparameter

tuning is based on an experimental basis rather than a reproducible theory.

Within this thesis, the tuning parameters which were varied, were the maximum number

of estimators and the maximum depth of the decision trees. The initial training which

was carried out, was the variation of the input data, the maximum depth of 5, 10, 20, 30,

40, 50 and unlimited while using 10 estimators.
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Random forest regression - Testing

The testing of the previously trained and tuned regression function was performed using a

second developed script on a different data set to avoid overfitting by training and testing

on the same data set described by Koehrsen (2018).

To be able to assess the training and its results without getting a problem regarding over-

fitting, various statistical parameter were calculated in each case for the defined test area

outside the training area. The difference between the adjusted IM nDSM (IMADJ) and

the actual ALS nDSM (ALSREF ) within the area was calculated. Based on this difference

vectors, again statistics have been computed. One of these parameters evaluated was the

Root Mean Square Error (RMSE), also used for assessing random forest regressions by

Liu et al. (2020), which is calculated as stated in Formula 4.

RMSE =
√√√√ 1
n

n∑
i=1

(yi − ŷi)2 (4)

Where y stands for the adjusted value and ŷ for the true value. For n, the number of

values within the test set is used. Further testing was performed using classic statistical

parameters as the mean, median and as well the Pearson Correlation Coefficient (R). As

already described and also applied by Balogun & Tella (2022), the Pearson’s R value in

this thesis was used for evaluating the relationship between the given and the adjusted

nDSM model. A combination of all these parameters was used to evaluate the most

suitable random forest regression model.

After a kernel size has been identified as the most efficient one in its particular test, further

hyperparameter tunings were performed on it. The number of estimators was changed

to 10, 30, 50 and 100. The results again were compared by evaluating its individual

statistics.
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3.5 Random forest regression - Validation

To finally validate the previously trained and tested model, three validation areas were

defined (see Figure 1). In these areas, the tuned model from the previous test was ap-

plied again individually and assessed on the basis of their statistical parameters of the

difference between (IMADJ) and (ALSREF ). Validation in external additional areas offers

the possibility of assessing the accuracy of the model in an independent area without

reference data.
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4 Results

In Chapter 4.1 the topographical products and the models derived from them will be

presented. In the second part of Chapter 4.1 the differences concerning the fractional cover

of the training area are described. In Chapter 4.2 the outcome of the training process

and the evaluation of the three most effective random forest regressions for minimising

the height deviations between the ALSREF and the IMADJ model can be found. The

last section of the results, Chapter 4.3 concludes the results section by presenting the

validation outcomes of the most effective random forest regression. This analysis aims

to minimise height deviations between both models, providing results for evaluating the

overall effectiveness and reliability of the chosen regression model.

4.1 Topographic products

In the following part of this thesis, the results of the derived topographic products such as

the nDSM and the fractional cover and canopy mask will be presented. These products

serve as the fundamental basis for the later performed training and test process of the

random forest regression. The statistics calculated on basis of the nDSMs created here

also serve as the input date for the validation process.

Normalised digital surface models

The primary result of this study, and the basis for all further steps, is the normalised digital

surface model (nDSM) presented in Figure 7. This representation of normalised land cover

heights generates two distinct output files corresponding to the two acquisition methods.

Although both data sets were acquired at comparable times, the deviations shown in

Figure 8 between the nDSM from the IM data set (Figure 7(a)) and the normalised
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DSM from the ALS data acquisition (ALSREF ) shown in Figure 7(b) can be seen. The

normalised height models of the training area were scaled between -1 m and 60 m in

relation to the underlying DTM from dark to light colours.

The major visual difference, which can even be observed without further analysis, is

located in the south-eastern part of the training nDSM shown in Figure 7. In Figure

7(a), thinnings within the closed canopy can be identified in this zone. These are pixels

of low normalised height values arranged in lines where trees were systematically removed.

These areas are not adequately mapped when using the image matching process. Only

from a certain size upwards, it is possible to successfully visualise these thinnings using

the pixel based matching process from the aerial images within this dataset.

Figure 7: Representation of the normalised surface models (nDSM) for the training area in the
region of the Lainzer Tiergarten around Johannser Kogel.
Left: (a) Visualisation of the nDSM generated by airborne laser scanning. The area
in which no data could be acquired is highlighted in yellow.
Right: (b) nDSM from the image matching point cloud data.
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In particular, low areas such as gaps within the closed canopy derived from the ALSREF

data, are not adequately represented in the IM nDSM. As can be seen in the difference

image in Figure 8, these areas show a relatively high deviation between the two models.

Within the difference raster image, those areas are shown as positive (red) in which the

height of the IM data lies above the ALSREF model which is assumed to be the reference.

In contrast, blue areas within the figure indicate areas in which the normalised height

values of the IM are below those of the ALSREF nDSM. In the closed canopy, the IM

heights tend to be lower than those from the ALS model. There are also larger deviations

at the edges of the forest between the two acquisition methods.

As illustrated in Figure 7(a) and Figure 8, yellow coloured areas are marked in the north-

eastern part of the training area. These areas are indication pixels, where no data was

acquired. According to a comparison of the orthophoto and the Geodatenviewer of the

City of Vienna, the Grünauer Teich (Grünauer pond), an anthropogenically developed

water body, is located in this area.
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Figure 8: Illustration of the difference map between the nDSM obtained from ALS and IM,
where the ALS, serves as reference value. Negative values indicate a lower elevation
of the IM model while positive values indicate a higher IM model. The area in which
no data could be acquired is highlighted in yellow.

Fractional cover

In this thesis, the fractional cover is used to define overshadowed areas in forest areas. It

is used to define the area that is considered to have high vegetation cover for the random

forest regression.

The difference observed in the previous chapter within the closed canopy is also evident

when comparing the fractional cover. When comparing the two areas covered by canopy

(minimum over 90%), it can be seen that the area derived from the IM data is larger

than the area derived from the ALSREF model. The canopy area determined from the

ALSREF nDSM equals 3.21 km2, which is 0.17 km2 less than the 3.38 km2 obtained from

32



the IM method. Assuming a total area of 4 km2, the degree of coverage counts 80% for

the nDSM obtained from the ALSREF data acquisition and 84% in the IM surface model.

This fact shows that the ALSREF data has a higher proportion of gaps and unshielded

areas compared to the IM data set.

4.2 Random forest regression

In the following chapter, the results of the modelling of the height differences of ALS and

IM data based on features derived from IM nDSM in forest areas are presented.

The results of the random forest model for the approximation of the IM canopy height to

the ALS canopy height are presented below. As described before in Chapter 3.4, hyperpa-

rameter tuning plays an important role when using machine learning and especially in the

field of random forests. In the following two chapters, the hyperparameters: maximum

depth and maximum number of estimators in the training process are described in more

detail based on the results from the test process, carried out in the therefore defined areas.

A variation of the input data, such as different kernel sizes for calculating statistical input

parameters were also tested.

4.2.1 Kernel sizes / maximum depth

Figure 9 illustrates the performance assessment of the trained random forest regression

model in terms of the height differences between the adjusted nDSM from the IM data

(IMADJ) and the given ALS nDSM (ALSREF ) that represents the ground truth. For eval-

uation, a heatmap was created presenting different models of the random forest regression

algorithm in terms of maximum depths and different kernel sizes used for calculating the

statistics. The Root Mean Square Error (RMSE), median and Pearson’s Correlation Co-

efficient (Pearson’s R) for the height differences between the adjusted IM nDSM and the
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given nDSM are given in Figure 9(a-c)

As depicted in Figure 9(a), it is noticeable that the RMSE tends to rise as the kernel size of

the input statistics increases. This indicates that larger kernel sizes decrease the prediction

accuracy of the model. The highest RMSE value of 3.671 m occurs while using a kernel size

of 7 (corresponding to an area of 15 by 15 pixels when calculating statistical parameters

of a single pixel) while applying a maximum depth of 50. In contrast, the lowest RMSE

and therefore the best result of 3.517 m occurs at a kernel size of 1 (corresponding to an

area of 3 by 3 pixels during the moving window statistics calculation) and a maximum

depth of 10.

Figure 9: Results of the statistical parameters RMSE (a), median (b) and Pearson’s R (c) as
a function of the kernel sizes used to calculate the statistical input parameters (hori-
zontal) and the maximum training depth (vertical) for a fixed number of estimators
of 10 within the canopy mask.

The median value (Figure 9(b)) regarding the height deviation between the adjusted

height model out of the IM data and the ALS ground truth (ALSREF ) shows a similar

pattern to the behaviour observable in the root mean square error, RMSE. As the kernel

size increases, the median value also tends to increase. This trend in the median value

culminates in a maximum negative value of -0.277 m when using kernel size 7. The

minimum drops to a value of -0.195 m for a configuration between a maximum depth of
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the training algorithm of 40 and a kernel size of 1. Using the largest neighbourhood of

the input statistics, the median also indicates the largest average value of the different

depths in the training. For example, for kernel size 7, the average value of the median

is around -0.26 m, while the median, which is robust to outliers, has an average value of

-0.2 m when using kernel size 1.

The analysis of the third evaluation parameter, illustrated in Figure 9(c) as the Pearson

Correlation Coefficient which was 83.29% between the given IM and the given ALS, affirms

the previous results. With an average correlation of 83.18%, kernel size 7 is generally below

the average overall value of the parameters of 83.99%, while the average value for kernel

size 1 is above average with a value of 84.24%.

As the kernel size increases, not only the previously described error values increase, the

correlation decreases. A particularly high Pearson’s R value is achieved at a depth of

10 and the smallest kernel size of 1 with 84.56%. The strongest correlation between the

given ALS height model and the adjusted IM nDSM, IMADJ occurs in configurations that

also have low values for the other error parameters. It must be said that such marginal

differences of one percentage point are minimal and do not yield a significant difference.

4.2.2 Testing: Number of Estimators / maximum depth

Figure 10(a-c) shows the performance characteristics of the random forest regression,

adjusting the maximum depth and number of estimators used for training the regression

model. The parameters RMSE, median and Pearson’s R were used to evaluate the success

of the training procedure.
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Figure 10: Illustration of the statistical parameters RMSE (a), median (b) and Pearson’s R
(c) of the difference between the adjusted nDSM out of the IM data and the given
reference ALS nDSM in a heatmap for evaluating results of different numbers of
estimators (columns) at different maximum depths of training (rows).

When looking at the different depths, it can be observed that a maximum depth of ten

during the training process provides the lowest RMSE value of this test series. Here

a RMSE of 3.507 m was reached while using 30 estimators, which is clearly below the

average overall RMSE value of 3.526 m. In general, a maximum depth of ten nodes

across the different numbers of estimators gives the lowest average RMSE value of 3.509

m. In the row representing the values of the RMSE at unlimited depth, a clear decrease

in accuracy can be observed. In this case, the average value for the class of unlimited

depth regarding the RMSE over all estimators increases up to a maximum of 3.563 m

with an average value of 3.533 m. A maximum depth of 30 nodes results in an average

RMSE value of 3.527 m. The heatmap in Figure 10 also shows that a higher number of

estimators in combination with lower depths also show slightly lower deviations, whereas

a deeper process in the training brings an increase in the RMSE value.

In the analysis of Figure 10(b), it can clearly be observed that the accuracy increases and

reaches the lowest median value of -0.195 m at a depth of 40 nodes and a number of ten

estimators, the minimum in this series of tests, while the maximum is -0.223 m and occurs

in the test series for unlimited depth in the training. The column that draws the results
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over different depths by using ten estimators in the training process of the random forest

regression, again gives the best average result of the median as before. As the number

of estimators increases, the value of the mean height difference in relation to the median

between the adjusted IM and the ground truth ALSREF also increases. The average value

for all depths is -0.202 m with ten estimators and increases to -0.219 m while applying

100 estimators.

The third and last parameter, shown in Figure 10(c), is the relationship between the

adjusted IM and the ground truth ALS model. The Pearson Correlation Coefficient con-

sistently exceeds 84% across all configurations employed during training. This indicates a

strong correlation within the data across all variants. The average overall Pearson’s R is

84.48% while the maximum, at 30 estimators and a depth of ten, has a value of 84.66%.

The minimum of 84.06% at unlimited depth of training and ten estimators is still above

the average value of 83.99% presented in the previous heatmap in Figure 9(c) for the

different input kernel sizes.

Based on the heatmaps described above, those three regression models were selected for

further analysis that were able to achieve a global minimum across all models within the

training process.

Tab. 3: Summary of the statistical results of hyper parameter tuning in the training process for
the three best random forest regression models in terms of mean, median and RMSE of
the deviations between the adjusted model and the ground truth.

CONFIG 0710 1307 2310 2228 2310 2320
Kernel size 1 1 1
Nr. of estimators 10 30 30
Max depth 40 10 None
Mean [m] 0.278 0.302 0.275
Median [m] -0.195 -0.217 -0.217
Std. deviation [m] 3.545 3.494 3.519
RMSE [m] 3.555 3.507 3.530
Pearson’s R [%] 84.14 84.66 84.41
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On one hand, Table 3 enumerates the input data used as the kernel size of the statis-

tical input files, the number of estimators used and the maximum depth of the training

process in the random forest machine learning process. On the other hand, the statis-

tical evaluations of the three best configurations are displayed as a summary. Within

the statistical evaluation of the height differences between the adjusted IMADJ and given

ALS nDSM in the forested area, the mean, median, standard deviation and RMSE are

used for the configurations listed in Table 3. The individual minima of the evaluation

criteria over all tested configurations (n = 70) are marked thickly in the table. The con-

figuration 0710 1307 (representing date and time of training) achieves the lowest result

of the median related to the height differences between the adjusted IM nDSM and the

given ground truth ALSREF . To achieve the lowest value of differences with respect to the

RMSE, configuration 2310 2228 must be used. Configuration 2310 2320 shows the lowest

value of the median of height deviations among the total of 70 trained values regression

models.

4.2.3 Minimum median regression

In the following section, the results of the median minimising random forest regression

will be presented. The analysis is based on the following aspects: individual tree heights,

the canopy structure based on a test strip in the area investigated and the distribution of

the height deviations between the IMADJ and the ALSREF .

Single tree heights

Figure 11 shows the single tree heights in the area for testing the random forest regression

as Boxplots.
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Figure 11: Representation of the heights of selected individual trees within the training area as
a boxplot for trees from the IM, adjusted IM and ALS data. The median (black),
quantiles (blue) and the mean values (red) are shown for each dataset as dashed
lines. The model used for this Figure was the median minimizing regression.

The positions of the height measurements were determined using the “ForTreeDetection”

tool implemented in OPALS (please refer to OPALS, n.d.-a). Statistical parameters for

quantiles are marked as dashed lines in blue in the three boxplots, as well as the median,

which is robust against outliers in black and the mean value in red.

The median of the single tree heights from the IM CHM, 25.67 m, tends to be lower

than the corresponding value from the ALS shown in Figure 11, which is assumed as the

ground truth. The median height of the individual trees found within the ALS canopy

mask is 26.97 m above ground. After applying the random forest regression to the IM

data set, the average mean height of individual trees could be adapted to 26.30 m in the

IMADJ model, which is an improvement of the differences regarding the median value of

48.5% compared to the original deviation between the IM and the ALS median height.

After the execution of the regression model, the median difference between the average
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adjusted single tree heights and the average single tree height of the groundtruth of 1.3 m

could thus be improved by 0.63 m to 0.67 m between the ALS heights and the adjusted

IM heights.

Despite the existing outliers in the IM, which were not removed by the filtering process of

BFW, the outlier sensitive mean is below the ALSREF mean value for the individual trees

within the canopy mask. At 27.06 m the mean ALSREF single tree height above ground is

1.09 m higher than the mean value from the CHM of the IM surface model. By applying

the regression function, this difference could be reduced by about 54% and raised to a

mean value of 27.10 m in the IMADJ , which also represents a significant approximation of

the IM model.

Canopy height Model

Figure 12 represents a cross section canopy heights generated from the two (ALSREF and

IM) respectively three (also IMADJ) different acquisition methods. The profile shown in

Figure 12 represents a 1 pixel wide (1 pixel = 1 m) strip with a length of 400 m.

Illustrated in Figure 12, the elevation values in the IM CHM are approximated in compar-

ison to the normalised ALSREF elevation (depicted in black), which is used as reference.

The canopy height plot (CHP) also illustrates peaks within the IMADJ nDSM which

are evidently lower in elevation than the input elevation provided for the IM. Although

the ALSREF is above the IM at these specific locations as anticipated, the regression

clearly predicted a considerably inaccurate value. Furthermore, it can be observed that

the heights of the CHM derived from the IM data tend to have a lower variability with

respect to their canopy surface than the height values derived from the ALSREF height

model.
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Figure 12: Visualisation of a 400 pixel by 1 pixel (1 m = 1 pixel) wide test strip in which the
height values were extracted from the CHM. The reference model from the ALS
acquisition method is shown in black. Blue indicates the original canopy shape from
the IM data and red visualises the improved median minimising random forest model
approximated to the ALS.

In areas where the canopy cover falls below the threshold value of 90%, the adjusted

canopy heights and the IM models match, as in these zones the developed algorithm

integrates the height values directly from the available IM data. For example, in the gaps

within the closed canopy, it can be observed that these gaps are narrower in relation to

their representation width in the plot of the IM than the gaps from the ALS CHM. The

normalised heights of the IM in the unshaded area of the forest also tend to be slightly

higher than in the given ALS. However, this effect is exactly reversed in the canopied

areas.
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Distribution of height differences

The histogram depicted in Figure 13 illustrates the disparities in height between the

provided ALS height model and the adjusted model derived from the IM data which

specifically focus in pixels within the created canopy mask.

Figure 13: Histogram of the height deviations [m] between the ground truth and the adjusted
canopy height values using a median minimising random forest regression. The red
dashed line serves as a reference for 0 m deviation. The class width used is 0.25 m.

The height differences are presented in a range of ± 10 m, wherein a negative value

indicates a pixel to be predicted too low compared to the ground truth and vice versa.

The X-axis of the histogram describes the height differences in metres with a resolution of

0.25 m. The frequencies of the corresponding deviations are plotted on the Y-axis. The

red dashed line represents the zero value, an identical model between ALSREF and the

IMADJ , with a deviation of ± 0.125 m.

With this configuration, the height difference distribution reveals an accumulation of the

deviations around the value -0.25 m, which means 0.25 m below the ALS model. The
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median of the deviations of the model in this case is at 0.195 m, signifying a minor

predicted underestimation for the ALS reference model. Here, the minimum deviation

is -29.76 m, indicating an excessive underestimation, while the maximum deviation is 63

m. This signifies an overestimation compared to the ground truth. The histogram shows

that the adjusted model tends to be lower in the median than the ALSREF model.

4.2.4 Minimum mean regression

Single tree heights

The data shown in Figure 14 represents the height model derived from the random forest

regression that delivered the lowest value for the mean value of the deviations between

ground truth and prediction.

The mean value of the selected tree heights in the test area reached 27.0 m (0.1 m lower

than in the previous model) with a median of 26.26 m, which is also slightly below the

value of the previous model in Chapter 4.2.3. In this case, the average height difference

in relation to the median from the tree heights of the ALSREF which amounts 1.3 m was

reduced by 45% to 0.71 m within the IMADJ . The difference in the mean was reduced

from 1.09 m between the IM and the ALSREF data, to 0.6 m in the adjusted IM. This

equates to an improvement in deviation of about 45% when comparing the ground truth

with the heights of the adjusted IM data. Compared to the model from Chapter 4.2.3, a

reduction in the quantile range between the 25th and 75th quantile in the adjusted IM can

be observed. This value decreased from 5.5 m in the previously described IMADJ model

to a value of 5.27 m in the model described in this chapter.
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Figure 14: Representation of the heights of selected individual trees within the training area as
a boxplot for trees from the IM, adjusted IM and ALS data. The median (black),
quantiles (blue) and the mean values (red) are shown for each dataset as dashed
lines. The model used for this Figure was the mean minimising regression

Canopy height Model

The canopy height plot (CHP) shown in Figure 15 again represents the previously de-

scribed area around the center coordinate -9800 m and 3337400 m in the test area. The

values of the Y-axis once more represent the heights of each pixel along this line normalised

by the DTM.

In contrast to the preceding model the CHP shows a more homogeneous pattern regarding

potential outliers. In the selected part, there are fewer outliers in the direction of 0 m

height above ground in the area of the closed canopy. In the part of forest gaps, a slight

change in the height behaviour in the range between 14 m and 18 m above ground can

be observed in comparison to the previous canopy height plot. Here, the edges tend to

adapt to the given ground truth and again show less variability in height.
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Figure 15: Visualisation of a 400 pixel by 1 pixel (1 m = 1 pixel) wide test strip in which the
height values were extracted from the CHM. The reference model from the ALS
acquisition method is shown in black. Blue indicates the original canopy shape from
the IM data and red visualises the improved mean minimising random forest model
approximated to the ALS.

Distribution of height differences

The histogram of the height deviations between the ground truth and the adjusted model

with the lowest value for the mean of the height differences is visualised in Figure 16. A

slight increase in the cumulative value of 0.25 m compared to the histogram shown in Fig-

ure 13 can be observed in this diagram. In this model, both the minimum and maximum

values, as well as the outliers, slightly increase. With an overestimation in the adjusted

IMADJ a height difference of 65.69 m to the reference value and an underestimation of

-35.28 m, the standard deviation decreases slightly to a value of 3.52 m.
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Figure 16: Histogram of the height deviations [m] between the ground truth and the adjusted
IM canopy height values using a mean minimising random forest regression. The
red dashed line serves as a reference for 0 m deviation. The class width used is 0.25
m.

4.2.5 Minimum RMSE regression

Single tree heights

The result of the model that minimises the RMSE shows a similar trend in Figure 17 as

the previously described methods. The span between the 25th and 75th quantile slightly

decreased compared to the previous models and lies at 5.21 m (previously 5.5 m in the

model of Chapter 4.2.3 and 5.27 m in the model explained in Chapter 4.2.4). The median

of the detected single trees within the adjusted IM model has a value of 26.1 m above

ground. This equals to a decrease of 0.2 m compared to median minimizing model and thus

shows a deviation of 0.87 m (3.3%) below the reference model ALSREF . Furthermore, one

can also observe a decrease in the mean value when using the RMSE minimizing model,

26.85 m, which means a deviation of 0.75 m from the ground truth.
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Figure 17: Representation of the heights of selected individual trees within the training area as
a boxplot for trees from the IM, adjusted IM and ALS data. The median (black),
quantiles (blue) and the mean values (red) are shown for each dataset as dashed
lines. The model used for this Figure was the RMSE minimizing regression

Canopy height Model

Figure 18 also shows the canopy height model in a cross section within the test area. For

this calculation, the algorithm that minimised the RMSE was chosen to generate the data

used for the displayed CHP. The model used in this chapter, has similar characteristics

to the IM model highlighted in blue. The adjusted IM CHM shows only a few outliers

in the direction of height 0 m. Areas that tend to have higher values compared to their

neighbouring pixels in the ALS reference model are less adjusted by the RMSE minimizing

regression than in the previous models. However, they show a general approximation of

the height values within the closed canopy.
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Figure 18: Visualisation of a 400 pixel by 1 pixel (1 m = 1 pixel) wide test strip in which the
height values were extracted from the CHM. The reference model from the ALS
acquisition method is shown in black. Blue indicates the original canopy shape from
the IM data and red visualises the improved RMSE minimizing random forest model
approximated to the ALS.

The behaviour in the areas of forest gaps provides similar properties as previously de-

scribed. Especially in the area of the first gap (approximately at easting = -9925 m) it is

noticeable that in the transitional zone between the gap and the forest, obvious differences

in the height values occur compared to the other two tracks (input model and reference

model). Both input models indicate heights of around 22 m, whereas the adjusted IM

model shows a deviation of 3 m, reaching a value of 19 m in this area.
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Distribution of height differences

Figure 19 illustrates the histogram of the frequencies of deviations between the adjusted

IM and the given ALS data set. In this part, the RMSE minimizing regression model was

applied on the IM nDSM. An increase of the cumulation by the value of zero and -0.25

m can be observed. The standard deviation as well as the RMSE are lower compared

to the other two previously described models with a value of 3.49 m standard deviation

and 3.51 m RMSE. The largest overestimation in this model is around 67 m above the

ALS model and the smallest underestimation within the IMADJ CHM compared to the

reference CHM amounts -31.6 m.

Figure 19: Histogram of the height deviations [m] between the ground truth and the adjusted
canopy height values using a RMSE minimising random forest regression. The red
dashed line serves as a reference for 0 m deviation. The class width used is 0.25 m.
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4.3 Validation results

In Chapter 4.2, the optimised configuration of the random forest regression model was

determined. The validation and accuracy assessment of the model will be presented in

the following section.

4.3.1 Validation: Area 1

The results of the first validation area are visualised in the following histogram, Figure

20. It shows a normal distribution of the deviations from the reference CHM around the

value of zero. A deviation of zero in this case indicates a deviation between ±0.125 m

between the ALSREF and the adjusted CHM IMADJ .

Figure 20: Distribution of the deviations [m] between the canopy height of the adjusted IM
model and the reference model on a histogram in the scale range -10 to 10 m with
a class width of 0.25 m. The red line indicates a deviation of 0 m from the ground
truth within validation area 1.

50



A tendentious underestimation of the model is shown with a median value of -0.09 m

whereas the outlier sensitive mean reaches a value of 1.18 m. The minimum value within

this prediction of the heights in the canopy mask amounts an underestimation of -30.42

m compared to the reference CHM of the ALSREF dataset. Within the adjusted IM CHM

the absolute maximum of the deviation is 57.64 m above the reference model, leading to a

span of 88.06 m between the highest and lowest pixel in the prediction. The RMSE of the

validation process in the first area attains a value of 5.92 m, as depicted in Table 4. This

table indicates the values for the median, mean and RMSE of the differences between

the IM data and the reference ALS CHM. Furthermore, those values are also calculated

for the difference between the adjusted IMADJ and the ground truth ALSREF in meters.

The adjustments are also indicated in this table and it can be seen that the median and

the RMSE could be improved compared to the difference between the original IM canopy

heights and the ALS canopy heights. Only for the mean, there was a slight increase of

0.24 m due to outliers. The median was reduced by 0.39 m and the reduction of the

RMSE of the height difference was 0.19 m.

Tab. 4: Statistical characteristics of the differences between ground truth and the adjusted IM
model in validation area 1. The adjustments compared to the original difference between
the given IM CHM and the ALSREF CHM are shown in the lower part of the table for
the values mean, median and RMSE.

Deviation between IMADJ & ALS Deviation between IM & ALS
MeanADJ MedianADJ RMSEADJ MeanREF MedianREF RMSEREF

1.18 m - 0.09 m 5.92 m 0.94 m - 0.48 m 6.11 m

Adjustment
+ 0.24 m + 0.39 m - 0.19 m — — —
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To illustrate the numerical parameters represented earlier in Table 4 and the histograms

from Figure 20, Figure 21(a) visualise the adjusted IM elevation model in a range of -1 m

to 43 m normlised with the DTM from Chapter 2.3.4. In this area, the normalised surface

respectively canopy height is shown in different shades of green from low (light green) to

high (dark green).

The difference plot shown in Figure 21(b) represents the deviations of the adjusted IM

model to the reference model. To improve the visualisation of these difference values,

they were scaled in a range of -10 m to +10 m. All areas highlighted in red indicate areas

which were predicted too high. In other words, areas in which the adjusted IM nDSM

(IMADJ) is higher than the reference value in the ALSREF nDSM. The brighter the area in

the image, the closer the prediction is to the reference value and the deviation is close to

zero. Blue areas indicate an underestimation of the normalised height, where the adjusted

IM CHM is under the value assumed to be true from the ALSREF . All areas outside the

canopy mask created in Chapter 3.3.1 are not included in the difference model generation.

They are shown as grey areas in this visualisation, as they were taken directly from the

input nDSM and no improvement has been applied yet.
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Figure 21: Left: (a) Illustration of the adjusted normalised elevation model in validation area
1, between -1 m (light) and 43 m (dark). Right: (b) Representation of the difference
image between the reference ALS and the IM nDSM adjusted. In both plots, the
yellow line shows the investigation area for the canopy height plot.

The yellow line displayed in the adjusted IM nDSM as well as in the difference model

visualised in Figure 21 represents the area used for the comparison and visualisation of

the canopy height using the CHP. Again, a 1 by 400 pixel area (1 pixel equals 1 m)

was selected from the centre of the validation area. The pixel values of this section were

plotted as a function of their height per pixel in the three different models (IM nDSM,

ALS nDSM (ALSREF ) and adjusted IMADJ).
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Figure 22: Presentation of the canopy height plot within the selected strip in validation area
1. ALS nDSM heights are shown in black and the input values of the IM nDSM in
blue. The adjusted IM values (IMADJ) are shown as red in the plot.

In Figure 22, an improvement and approximation of the height values from the adjusted

IM dataset to the ground truth is shown, whereby the adjusted values IMADJ do not

completely correspond to the strongly varying ALS canopy. It can be observed that the

properties of the IMADJ are more similar to the original IM data. The improvement is

particularly noticeable in the outliers of the IM dataset and in the approximation for

those pixels.

Both the canopy height plot for the test strip and the difference plot show that the

prediction for values recognised in the ALSREF as forest aisles or as smaller clearings

within the closed canopy can only be predicted with difficulty from the given IM nDSM.
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4.3.2 Validation: Area 2

The histogram in Figure 23 for the second validation area also shows a normal distribution

and has the highest accumulation of deviations from the reference model around the value

zero. For this area, the maximum overestimation is 47.57 m while the minimum deviation

from the reference nDSM ALSREF is -21.96 m below the actual value. Upon inspection of

the histogram, a subtle underestimation of the model compared to the reference becomes

apparent, with a median error of -0.09 m.

The difference plot (Figure 24(b)) presents a more homogeneous pattern with less sig-

nificant deviations and fewer dark red areas compared to visualisation of the previous

model in Figure 21. As in the previous area, the deviations are shown in a range of values

between ± 10 m from red to blue. The adjusted IM nDSM in Figure 24(a) is visualised

in a range of -1m to 30m below and above the DTM.

The average value (mean) of the deviations after applying random forest regression is 0.14

m, as shown in Table 5. The original deviation between IM and ALSREF was -0.23 m,

indicating a transition from an average underestimation to an overestimation with respect

to the mean value. According to Table 5, the RMSE could be reduced from its original

value of 2.14 m to 2.07 m, representing a reduction of 0.07 m. The median, improved

from -0.5 m to -0.09 m in the difference between ALSREF and the adjusted IM, shows an

improvement of 82% compared to the difference between IM and ALS.
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Figure 23: Distribution of the deviations [m] between the adjusted IM model and the reference
model on a histogram in the scale range -10 to 10 m with a class width of 0.25 m.
The red line indicates a deviation of 0 m from the ground truth within validation
area 2.

Figure 24: Left: (a) Illustration of the adjusted normalised elevation model in validation area 2,
between -1 m (light) and 43 m (dark). Right: (b) Representation of the difference
image between the reference ALS and the nDSM adjusted from the IM. In both
plots, the yellow line shows the investigation area for the canopy height plot.
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Tab. 5: Statistical characteristics of the differences between ground truth and the adjusted IM
model in validation area 2. The adjustments compared to the original difference between
the given IM CHM and the ALSREF CHM are shown in the lower part of the table for
the values mean, median and RMSE.

Deviation between IMADJ & ALS Deviation between IM & ALS
MeanADJ MedianADJ RMSEADJ MeanREF MedianREF RMSEREF

0.14 m - 0.09 m 2.07 m - 0.23 m - 0.5 m 2.14 m

Adjustments
+ 0.37 m + 0.41 m - 0.07 m — — —

In the second validation data set, notable improvements and approximations within the

adjusted IM CHM (red) to the reference (black) can be recognized in Figure 25, main-

taining the overall characteristics of the initial IM data set (blue). The adjusted IM

nDSM shows a relatively homogeneous performance across the variance of heights. How-

ever, differences occur in non-high vegetated areas, particularly in open spaces, where

wave-shaped height differences between the ALS and IM data become apparent.

Furthermore, discrepancies are evident in areas with smaller gaps within the closed canopy,

where the IM adjustments deviate from the reference. It is noteworthy that these devia-

tions pose a challenge, highlighting the need for a more robust prediction model in such

settings.
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Figure 25: Presentation of the canopy height plot within the selected strip in validation area
2. ALS nDSM heights are shown in black and the input values of the IM nDSM in
blue. The adjusted IM values are visualised red in the plot.

4.3.3 Validation: Area 3

The height deviations of the adjusted IM model in the third and last validation area

are shown in Figure 26. The values are normally distributed around the range between

-0.25 m to 0 m deviation, although there are strong over- and underestimations (outliers)

as in the histograms in the previous chapters. The median of the data presented in

the range of ± 10 m by using a histogram is -0.16 m, which means that there is an

underestimation of the model compared to the reference as in the adjustment before. The

largest positive deviation from the given ALS nDSM reaches a value of 45.71 m. The

largest underestimation, which represents the minimum of all deviations, is -29.31 m.
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Figure 26: Distribution of the deviations [m] between the adjusted IM model and the reference
model on a histogram in the scale range -10 to 10 m with a class width of 0.25 m.
The red line indicates a deviation of 0 m from the ground truth within validation
area 3.

Figure 27(a) displays the nDSM adjusted from the random forest regression. The values

range from -1 m to 37 m, with light green indicating low values and dark green representing

high normalised heights. The yellow line indicates the one by 400 pixel wide segment used

for the Canopy Height Plot in Figure 28. The difference map for the deviations between

the reference CHM and the adjusted IM CHM for the same region is visualised in Figure

27(b). The colour scale ranges from -10 m in blue, representing underestimations, to 0 m

deviation in white and extends to overestimations of 10 m in red. Grey areas denote areas

outside the canopy mask, where no CHM is available. In all areas with visible gaps and

forest aisles from the ALS data set as mentioned in the previous models, the gaps and

aisles are displayed too high and are not sufficiently corrected. In the remaining areas of

the canopy, the algorithm delivers satisfactory results.
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Figure 27: Left: (a) Illustration of the adjusted IM normalised elevation model in validation
area 3, between -1 m (light) and 43 m (dark). Right: (b) Representation of the
difference image between the reference ALS and the adjusted IM nDSM. In both
plots, the yellow line shows the investigation area for the canopy height plot.

The statistical parameters of the third validation area show a mean value of 0.2 m for the

height deviations between the adjusted and the reference model. This marks a notable

shift of the mean value of 0.27 m from a negative to a positive value compared to the

previous mean deviation of -0.07 m. The median was -0.51 m before using the random

forest regression and an improvement by 0.35 m to a median of -0.16 m using the trained

model could be achieved. This corresponds to an refinement of around 68%. Similarly,

the RMSE of the deviations could be reduced by 0.12 m reaching a value of 2.8 m after

applying the random forest regression.
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Tab. 6: Statistical characteristics of the differences between ground truth and the adjusted IM
model in validation area 1. The adjustments compared to the original difference between
the given IM CHM and the ALSREF CHM are shown in the lower part of the table for
the values mean, median and RMSE.

Deviation between IMADJ & ALS Deviation between IM & ALS
MeanADJ MedianADJ RMSEADJ MeanREF MedianREF RMSEREF

0.20 m -0.16 m 2.80 m -0.07 m -0.51 m 2.92 m

Adjustments
+ 0.27 m + 0.35 m - 0.12 m — — —

The canopy height plot confirms the previously presented statements. While the IM model

is adapted to the given ALSREF model, the characteristic properties of the IM persist,

resulting in a smoother canopy than expected by the ground truth ALS. This implies that

small-scale height differences are not sufficiently modelled from the IM dataset. Gaps that

are large enough to be present in the original IM dataset and therefore have a canopy

coverage of less than 90% are directly transferred into the adjusted model. In areas with

gaps in the ALSREF dataset but without gaps in the IM nDSM, the prediction fails to

undergo sufficient adjustment.
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Figure 28: Presentation of the canopy height plot within the selected strip in validation area
3. ALS nDSM heights are shown in black and the input values of the IM nDSM in
blue. The adjusted IM values are shown as red in the plot.

To enhance the precision of the statements presented in the previous chapters, the medians

before and after the adjustment of the random forest regression were visualised in Figure

29. For this purpose, the values within the IM nDSM were divided into classes of 2 m, and

the medians of the height deviations between IM and ALS were calculated both before

and after the regression model. Since the height classes, scaled between 0 m and 40 m,

also include non-removed outliers, the outlier-resistant median was used for this analysis.

It is important to consider the scaling of the three histograms in Figure 29. Outliers above

the defined threshold of 40 m, as well as incorrectly adjusted values below the DTM in

the IMADJ , resulting in a negative CHM height class, were excluded from this graph to

avoid complicating the visualisation. It should also be noted that values in the histogram

62



converging towards zero do not assume the value zero, rather they represent only a small

percentage of the population.

In Figure 29, one can observe that there are no significant outliers in the height classes

containing many pixels of the CHM, indicating an improvement in the deviations. In the

first validation area, in particular, deviations of more than 4 m are not present.

In the second validation area, it is observed that in the height class around 40 m, values

only fall into this class after the adjustment has been applied. Due to their relatively

low occurrence within the total mass, outliers from the class of 30 m only have a minor

influence. Similarly, validation area three shows a clear, though numerically low, deviation

for height values within the canopy mask for values below 2 m.

In summary, in all three validation areas, an improvement in the median of the deviations

between the IM and the ALS could be achieved by applying the random forest regression.
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Figure 29: Percentage (line) and median (bar) of height differences between the IM and ALSREF

nDSM before and after applying the random forest regression.
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5 Discussion

The main objective of this study was to assess the feasibility of aligning data acquired

through image matching of aerial images with data gathered from the state-of-the-art

airborne laser scanning flight campaigns (Honkavaara et al., 2013). To move away from

a computationally intensive point-based approach raster images of these, point clouds

were generated. Digital surface models and especially canopy height models out of ALS

(Mielcarek et al., 2018) or aerial images are often used in forest applications (Lisein et

al., 2013). For this study, high-resolution raster images of 1 by 1 metre were generated

for the derivation of the surface heights. These DSMs were then normalised by using a

Digital Terrain Model of the City of Vienna and served as the main input data for further

computation.

When looking at a difference image, the generated topographic models tend to show an

underestimation of the height by the image matching method compared to the results of

airborne laser scanning within the closed canopy. In areas with smaller openings within

this closed canopy structure, significant deviations between the image matching method

and the detection of the actual situation captured by ALS can be observed. Outside the

closed area, the two derived height models are practically identical after the transforma-

tion of both models into the same height system. In general, the models derived from

the IM method provide a comparatively smoother surface and were able to penetrate

less deeply in smaller openings than the model from the ALS flights, which were more

accurate in representing the individual small-scale characteristics (Luethje et al., 2017;

Honkavaara et al., 2013).

To be able to reduce the non-systematic deviations between the two recording methods

as effectively as possible, a random forest regression was trained. To train the regression,
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a difference matrix with the individual height differences was calculated from the previ-

ously created nDSMs. Corresponding to each difference value within this matrix, several

statistical parameters were then added at the corresponding position. These parameters

were calculated from the moving window algorithm using the IM nDSM. For this purpose,

classic and easy-to-implement parameters such as quantiles, range and standard deviation

of the height values were calculated for the raster image.

During the training process, it became apparent that a smaller neighbourhood around the

pixel in the calculation of these statistical parameters produced better results than tests

which included a relatively large neighbourhood. Furthermore, better results for the pre-

diction accuracy were achieved with models that have a lower maximum depth in random

forest training. Similarly, the results indicate that an increase in the number of estima-

tors does not show direct improvements. An optimal enhancement was demonstrated by

minimising the RMSE, as this is the most common metric for measuring the accuracy of

regression analyses (Dewi & Chen, 2019). This minimal RMSE could be achieved through

the usage of a small kernel size of 1 in the training and a maximum depth set at ten,

along with 30 estimators.

The results within the test and validation areas show an improvement in the height

deviations between ALS and IM. Compared to the original deviation in the validation

area, the median of the height differences over the entire canopy of all three validation

regions was improved by an average of 77%. The improvement of the RMSE, which is more

sensitive to outliers due to their weighting, was improved by 3.8% compared to the original

deviation between IM and ALS after applying the random forest regression. This smaller

improvement can mainly be explained through the large divergence between the adjusted

IM and the ALS model assumed to be ground truth. These large deviations, especially in

smaller openings within the canopy such as forest aisles, could not be adequately corrected
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and are therefore reflected in both the RMSE and the mean value of the deviation between

the two models.

As already described by Hobi and Ginzler (2015), especially forests and trees are the

most difficult surface elevation models to visualise in relation to different surface covers.

The histograms depicting height differences between IM and ALSREF reveal a persistent

underestimation of canopy heights, even after the application of the random forest re-

gression. This observation also matches the research of Hobi and Ginzler (2015), as they

also an underestimation of the IM data compared to their reference values in relation to

a negative median when applying a cell size of 0.5 m on their dataset.

Limitations

The application of a random forest regression to minimise non-systematic height devia-

tions between two sampling methods using their nDSMs delivers successful results. As

previously described, an improvement in these height differences was achieved within the

AOI, located in Wienerwald biosphere reserve.

However, challenges arise particularly in this region due to thinning and forest aisles.

Because of the matching process of the given IM data, these special parts of the forest are

not detected and therefore cannot be displayed correctly. An approach to recognise these

anomalies within the closed canopy cover was attempted using statistical parameters. All

statistical parameters which were implemented in OPALS were used for this purpose.

However, these models were not adept enough to discern deviations in vegetation or

distinguish them from the closed canopy.

In this study, the elimination of outliers was only applied to the ALS point cloud, while

the IM data was previously assumed to be adjusted. The ALS data was cleaned using a
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calculated 98th quantile grid based on the Z-values. When deleting outliers, only those

which exceeded a threshold of 2 m were considered. Those with a negative value have

not been cleaned due to this approach. For further research, also those points which

are far too low need to be considered even though, a more detailed look at the negative

outliers revealed that most of them were eliminated by applying the canopy mask. The

majority of those pixels within the calculated nDSMs lie outside the mask, especially

around Grünauer Teich and therefore have a fractional cover of under 90%. To improve

the results as well as the training in general such points need to be eliminated in future

research.

The visualisation and improvement of strongly divergent edges, meaning the transitions

between forest and non-forest areas, is of particular interest. These are represented

smoother in the IM dataset than they are in reality and therefore require further cor-

rection than the areas of closed forest. Nevertheless, training the dataset is exceptionally

challenging due to the lack of geographical overlap in forest boundaries between ALS

and IM, particularly in the canopy. It would also not be beneficial to include these non-

overlapping areas in the random forest regression, as conducted in this study. As the

presence of these highly divergent edge areas would distort the entire regression model.

One of the main limitations of the trained random forest regression relates to the data

used. The type of forest in particular was not analysed in detail. No distinction was made

between young and old-growth forest. Similarly, due to the available data, no statements

could be made about the extent to which the time of recording and the resulting foliage

status play a role. The same applies to the implementation of the test process in relation to

different types of vegetation, such as different tree species, generally between deciduous

and coniferous forest. This limitation must be taken into account when applying the

regression and also when analysing the evaluation.
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6 Conclusion

In this thesis, a method for reducing the non-systematically height differences between

normalised airborne laser scanning surface models and those generated from (pixel-based)

image matching methods was developed. A self-developed python script applying scikit-

learn’s random forest regression was used for predicting height adjustment parameters

on a pixel-based approach. These corrections were derived from both the IM nDSM

as well from its statistical parameters when applying the trained RF model. An area

of Wienerwald biosphere reserve was defined as the AOI for training as well as testing

and applying this algorithm. The evaluation of the new normalised height values of the

adjusted surface model, reveals an improvement for pixels within the closed canopy area.

However, noticeable changes in prediction accuracies could be observed when looking at

forest aisles within the closed canopy area. The trained regression model provides less

reliable results for areas with high height differences (gaps) compared to regions with

homogeneous surfaces.

In the process of developing this algorithm, various potential improvements for refining the

created program were identified. A prospective improvement for future research entails

incorporating distinct masks for different parts of the area to be adjusted. This approach

would divide the area into 4 basic parts:

→ canopied area

→ forest edge

→ open areas with low vegetation

→ man-made structures such as buildings

The first class can be taken directly from this research and derived from the 90% canopy

cover. Forest edges would need to be trained as a buffer around the created canopy mask

69



to be able to adjust values even if the exact boundary does not overlap. A third option

would be to adjust the heights between ALS and IM in relation to open areas not covered

with high vegetation. All areas created by humans, such as buildings, should be excluded

to avoid the risk of training being falsified using the cadastral map (available as a digital

cadastral map in all federal states).

To increase the prediction accuracy for gaps within the canopy, other non-statistical pa-

rameters may be considered such as the openness angle of each pixel. The openness of

a pixel (see OPALS, n.d.-b; Yokoyama et al., 2002) describes the opening angle for a

cone for each pixel in a 3D raster image. This additional value could make it possible to

describe such areas that are not sufficiently visualised in IM by changes in the opening

angle.

To improve the algorithm, it should also be considered that a larger-scale approach could

be used. The small cell sizes likely play a role in the accuracy and applicability of the

regression model. Improvements are not always achieved within the algorithm. For

some height levels, unfortunately, the deviation also deteriorates. With a larger cell

size, smaller-scale height differences would play a smaller role.

To prevent an adjustment that worsens the model, only values that do not exceed a certain

threshold of adjustment to the reference model should be considered in future. In this

way, possible outliers caused by the application of the random forest model within the

canopy can be avoided.

What also needs to be considered when applying this regression, is that the foliage status

might also be significant for the prediction and adjustment for the models derived. An

increased understanding of the performance for different forest types but also topographic

conditions would be necessary to assess the applicability of the trained regression model
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to other regions. In future research, not only different forest areas should be tested in

terms of their vegetation, but also data from different seasons should be investigated.

By adding additional data from different years as well as different seasons, it may also

be possible to draw conclusions as to whether corrections are needed for specific forest

types, such as the difference between young and old forests or between deciduous and

coniferous trees, as these have different characteristics in terms of growth behaviour and

data recording.

In conclusion, this method offers a reliable way to cleansing data obtained from image

matching procedures in aerial imagery. This holds especially true for areas that are not

actively cultivated for forestry, such as nature reserves or, as in this case, the Johannser

Kogel core zone. The capability to compare annual data from aerial images with state-

of-the-art ALS offers the possibility for close-meshed temporal monitoring of forests and

individual trees. In addition, reference values from ALS can be complemented with tem-

porally high-resolution IM data for biomass determination and the assessment of forest

and canopy areas
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